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The problem of image deblurring

Sharp images Blurry images

???

Sharp images Blurry images

Unavailable Available

Blur filter
Ax = h ∗ x (1)

Additive Gaussian noise
ε ∼ N (0, σ2I ) (2)
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Super-resolution as a deblurring problem

Downsampling
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Ill-posedness of the problem

Inverse filter

Blurry image with noise Extremely noisy reconstruction

By the convolution theorem

ŷ(ξ) = ĥ(ξ)x̂(ξ) + ε̂(ξ) (3)

Inverse filtering
ŷ(ξ)

ĥ(ξ)
= x̂(ξ) +

ε̂(ξ)

ĥ(ξ)
(4)
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Standard approaches

The model-based approach

min
x∈Rn

1

2
∥Ax − y∥22 + R(x) (5)

+ No ground truth image required

− Handcrafted for an image distribution

The supervised approach

min
θ∈R

E
x ,y

∥fθ(y)− x∥22 (6)

− Ground truth images required

+ Data-driven instead of handcrafted
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Invariance and image transformations

Translation RotationFlip Rescaling

Insight. Natural image distributions are generally invariant to many transformations.

Definition. A set of images X is said to be invariant to a group of transformations if

x ∈ X =⇒ Tg (x) ∈ X (7)

no matter the image x and the transformation Tg , e.g., a 90° rotation.
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Equivariant imaging [Chen et al., 2021, 2022]

Mean squared error

Stein's unbiased risk estimate

Insight. Image distribution invariances help regularize ill-posed inverse problems.

min
θ

Measurement consistency︷ ︸︸ ︷
E
x ,y

∥Afθ(y)− Ax∥22 +

Equivariance loss︷ ︸︸ ︷
E

x ,ε,g
∥fθ(ATgx + ε)− Tg fθ(Ax + ε)∥22 (8)
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Why scaling transforms for deblurring?

Theorem (Informal). [Scanvic et al., 2025]
A set of (sharp) images Z ⊆ S is uniquely determined1 by the blurry images

Y = { h ∗ z , z ∈ Z }, (9)

obtained through a bandlimiting filter h ∈ S,
▶ as long as Z is scale-invariant;

▶ but not if it is invariant to roto-translations.

1up to an arbitrarily high frequency
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Gradient stopping

Equivariant Imaging Scale-Equivariant Imaging
(Ours)

Gradient stopping

Equivariant Imaging Scale-Equivariant Imaging
(Ours)

Impact of gradient stopping (GS) on test metrics

Gradient stopping
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Gap with supervised training

28.5 28.424.9
Blurry imageGround truth SEI (Ours) Supervised
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Closing remarks

Preprint available on Code available on Powered by
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Jérémy Scanvic, Mike Davies, Patrice Abry, and Julián Tachella. Scale-Equivariant Imaging: Self-Supervised
Learning for Image Super-Resolution and Deblurring, March 2025.

12 / 12


	References

